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CHAPTER 2: DETERMINANTS
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2.1 Determinants by Cofactor Expansion

Cn =(_l)m M11 = |M11 =6

<4— cofactor expansion
along the first row
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2.1 Determinants by Cofactor Expansion

4 -1 6
1 14 4 14 4 1
My, =4 1 l4/=4 ) _(_1) 4 2 +6 4 1 <— cofactor expansion
4 1 2 along the first row
=4(-12)+1(-48)+6(0)=-96
Cy Z(—1)2+3 M,; =-M,, =96
4
1 6 4 6 4 1
M, =44 0 l4=-4 3 2 +0 4 2| 4 4 3 4— cofactor expansion
2 along the second row
=—4(—16)+0—14(8) =—48
2+2
C,, =(_l) M,, =M,, =-48
-1 1
1 6 -1 6 -1 1
My =/ 1 0 l4=-1 3 2 +0 1 2 —14 1 3 <4— cofactor expansion
1 3 along the second row
=—1(—16 +O—14(—4)=72
2+1
C. :(—1) M, =-M,, =-72
2
0 3 -3 3 -3 0
M, =|-3 1 4 _(_ ) 3 4 +1 31 <— cofactor expansion
3 along the first row
= 2(—3) + 1(—21) + 1(—3) =-30
Cy, =(—1)3+2 M,, =-M,, =30
2 3 -1
2 0 -3 0 -3 2
M, =73 2 0=2 21 -3 31 (_1) 3 9 <4— cofactor expansion
3 2 1 along the first row
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2.1 Determinants by Cofactor Expansion

() M, =

(d M, =3

<4— cofactor expansion

along the first row

4— cofactor expansion

{\B

—4

along the first row

=7
59
=5
59

NG

EST
}={3ﬁ 3:l

> 3o (3)(4)(5)(-2) =12 +10=22 % 0. Inverse: L[“ _5}—{%
-2 4 ' P2 3] |%
] 2| = (4)(2) —(1)(8) =0 ; The matrix is not invertible.
j _Z|=(—5)(—2)—(7)(—7)=10+49=59¢0.Inverse: g{_i :ﬂ
2 6
\i_ g:(\/E)(\/g)—(\/g)@)=\/g—4\/_=—3\/€;ztO.Inverse:3+/g
|a—3 ; | A ‘=(a—3)(a—2)—5(—3)=a2—5a+6+15=a2—5a+21
-3 a-2 -3 a2
2 7 6 -2 7. 6-2" 7
5 1 =2 =5 ¥ -2/ 5 1=[-8-42+240]-[18+32+140]=0
8 4 8 4| 3.8
) 4 2 kA2 A
35 7| =3 5 7|3 5=[20-7+72]-[20+84+6]=—65
1 2 I 6 2| L _6
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2.1 Determinants by Cofactor Expansion

-1 1 2| |Hv 21 g
3.0 -5 =|3 0 =5 3 0 =[0-5+42]-[0+35+6]=—4
2 1 7 D2\ 7

3.0 0 3.0 0|3 0
2 -1 5| =2 =¥ 5|2 -1=[12+0+0]-[0+135+0]=-123
9 —4 V' 9 A9

ﬁ
|
5
o
©

3 —4
21 &l oh o E20 1 =[2e-166 +6(c-1)]-[12+(c~1)c* ~16]
4 ¢l 2|1 la7c A 2[4 c=l

=2c-16c*+6c—-6-12-c*+c* +16 =—c* +c* —16¢* +8c -2

A-2 1

det(A)=| -5 A+4

=(A=2)(A+4)—(1)(-5)=A* +20-3=(A+3)(r—-1)

The determinant is zero if A=-3 or A =1.

Calculate the determinant by a cofactor expansion along the first row:

A-4 0 0 JE
det(A)=| 0 2 2 =(2-4) ~0+0
3 A-1
0 3 A-1

=(A-4)[A(A-1)-6]=(A-4)[ 2’ - 2-6]|=(4-4)(2-3)(4+2)
The determinant is zero if A=-—2, A=3,0r A=4.

A-1 0

det(A):| 2 A+l

—(h=1)(h+1)

The determinant is zero if A =1 or A=-1.

Calculate the determinant by a cofactor expansion along the third row:

-4 4 0 a s
det(A)=| -1 2 0 =o-0+(/1—5)| _1 /1|
0 0 A-5 B

=(A=5)[(A-4)A+4]=(A-5)[ A’ -42+4]=(A-5)(A-2)
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2.1 Determinants by Cofactor Expansion

The determinant is zero if A=2 or A=35.

-1 5

3 -0+0=3(-41)=-123
@ 3, _[0+0=3(-41)
-1 5 0 0 0 0
-2 1 =3(-41)-2 1(0)=-12
® 3, |9 4|+ |_1 5| 3(~41)-2(0) +1(0) =123
0 0 3.0 30
-2 -1 =5 =-2(0)-1(-12)-5(27)=-123
© ‘9 _4‘+( )‘1 _4‘ ‘1 9‘ (0)-1(-12)-5(27)

3 0] [30
(d) —0+(—1)|1 _4|—9|2 5|=—1(—12)—9(15)=—123
0ol 30 3.0
(e) 1|_1 5|— |2 5|+(— )|2 _1|=1(0)—9(15)—4(—3)=—123
3.0 3.0

(f) 0—5|1 9|+(—4)|2 _l|=—5(27)—4(—3)=—123

(a) (—1)(7) _j— ‘31 _§‘+ ﬁ (7)=(—1)(35)—1(11)+2(21)=—4
(b) (—1)(7) _§—3|; §|+1|; _i=(—1)(35)—3(—12)+1(—5)=4
© —3; §+0—(—5)|_1 ;|:—3(—12)+0+5(—8):—4

@ -1 _§+0—7|_ _2|=—1(11)+0—7(—1)=_4

e) 1|é _§|—7|_; _§| 2|_; 01|:1(—5)—7(—1)+2(—3)=—4

(M) 2|3’1 3|—(—5)|‘1 ;|+2|_31 ;|=2(21)+5(—8)+2(—3)=—4

Calculate the determinant by a cofactor expansion along the second column:

=3 7

—0+5 5‘—0=5(—8)=—40

Calculate the determinant by a cofactor expansion along the second row:
31

-1
-3 5

+o_(_4)|3 3|

1 3

Calculate the determinant by a cofactor expansion along the first column:

:—1(18)+0+4(—12) =-66



2.1 Determinants by Cofactor Expansion

1"‘ < =1(0)-1(0)+1(0)=0

k k2

k k2
-1 +
k k2

k K
1
‘k K2

24. Calculate the determinant by a cofactor expansion along the second column:

2 4 k+1 7 k+1 7
—(k-1 k-3 —(k+1
ey st ey

=—(k=1)(2k —20)+(k=3)((k+1)k=35)—(k+1)(4(k+1)—14)
=k> —8k*> —10k + 95

25. Calculate the determinant by a cofactor expansion along the third column:

3 3 5 33 5
det(A)=0-0+(-3)2 2 -2/-3]2 2 -2
210 2/ 41 0

Calculate the determinants in the third and fourth terms by a cofactor expansion along the first row:

3 3 5

2 2 =32 —2‘_3‘2 2,57 2:3(24)—3(8)+5(16):128
10 2 2 2 72 10

2 10 2

P2 g oo 2o

421 21 _523‘ 0‘_3‘4 o "4 1‘:3(2)_3(8)+5(—6)=—48

Therefore det(A)=0-0-3(128)—3(-48)=-240.

26. Calculate the determinant by a cofactor expansion along the first row:

[

-0+0-1 +0

0
det(A)=4 X
3

[N R SN S BR8]
~ O A W
NN

N O = W
NSRS S )
A~ O B~ W
W W W O

Calculate each of the two determinants by a cofactor expansion along its first row:

33 -10
4 23 223 2

2 4 23

46 o 4736 2 334 2 3+(-1)}4 6 31-0=3(0)-3(0)-1(0)-0=0
4 23 223 2 43

2 4 23

3330
2 43 1 43 |1 23

1 2 43

o 4 ¢ 334 6 33P 6 3439 4 3|-0=3(0)-3(-6)+3(-6)-0=0
2 43 243 223

2 2 43

Therefore det(A) = 4(0) -0+0- 1(0) =0.
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2.1 Determinants by Cofactor Expansion

By Theorem 2.1.2, determinant of a diagonal matrix is the product of the entries on the main diagonal:
det(A)=(1)(-1)(1)=-1.
By Theorem 2.1.2, determinant of a diagonal matrix is the product of the entries on the main diagonal:

det(A)=(2)(2)(2) =5.

By Theorem 2.1.2, determinant of a lower triangular matrix is the product of the entries on the main diagonal:

det(A)=(0)(2)(3)(8) =0.

By Theorem 2.1.2, determinant of an upper triangular matrix is the product of the entries on the main diagonal:

det(A)=(1)(2)(3)(4) =24

By Theorem 2.1.2, determinant of an upper triangular matrix is the product of the entries on the main diagonal:

der(A)=(1)(1)(2)(3) =6.

By Theorem 2.1.2, determinant of a lower triangular matrix is the product of the entries on the main diagonal:

det(A)=(-3)(2)(~1)(3)=18.

sind cosd

@ = (sin H)(sin 6?) - (cos 6’)(—cos 6?) =sin’ @ +cos’ O =1

—cos@ sind

(b) Calculate the determinant by a cofactor expansion along the third column:

sind cosd

0-0+1 =0-0+(1)(1)=1 (we used the result of part (a))

—cos@ sind

The minor M|, in both determinants is

f

1 ‘ =1. Expanding both determinants along the first row yields
d+4=d,.

If n=1 then the determinant is 1.

11
If n=2 then =0.
1 1

If n=3 then a cofactor expansion will involves minors = 0. Therefore the determinant is 0.

By induction, we can show that the determinant will be O for all n >3 as well.

Calculate the determinant by a cofactor expansion along the first column:

1 x X
Lol ksl x| ) X
I X, X|= Nk S|t 5
1 X X2 X3 X3 X3 X3 X2 X2
3 3

2 2 2 2 2 2 2 2 2 2 2
= (X, X7 = X,X5) = (X, X5 =X, XD )+ (X, X5 = X, X; ):[x3 (% =)=, (% = )]+x1x2 — X, X}



2.1 Determinants by Cofactor Expansion

Factor out (X, —X, ) to get (X, —xl)[x32 =X, X, =X, X, + xlxz] =(x, —xl)[x32 —(%, +X )X + xlxz] .

Since X; —(X, + X, )X; + XX, =(X; =X, )(X; =X, ) , the determinant is (X, — X, )(X, =X, )(X; =X, ).

True-False Exercises
(@) False. The determinant is ad —bc.
(b) False. E.g., det(l,)=det(l,)=1.

i+]

(c) True.If i+ j is even then (—1)i+j =1 therefore C; =(-1) M; =M,
a b c
(d) True.Let A=|b d e].
c ¢
n|b e wilb C
Then C,, =(-1) c =—(bf —ec) and C,, =(-1) o =—(bf —ce) therefore C,, =C,, . In the same way,

one can show C, =C,, and C,, =C,,.

(e) True. This follows from Theorem 2.1.1.

(f)  True. In formulas (7) and (8), each cofactor C; is zero.

(g) False. The determinant of a lower triangular matrix is the product of the entries along the main diagonal.

(h) False. E.g. det(21,)=4=2=2det(l,).

(i) False. E.g., det(l,+ |2) =42 :det(|2)+det(|2).

(1 True. det[{a b}}:
c d

=a’bc +a’*d* +b’c? + bcd? —a’*bc —abed —abed — bed? = a’d? +b*c? —2abed .

a b

2 2 2
b b
= (ad - bC)2 =a’d* —2adbc + b?*c? therefore det 2 =| det a .
c d c d c d

2.2 Evaluating Determinants by Row Reduction

a’+bc ab+hbd
ac+cd bc+d?

=(a’ +bc)(bc+d”)—(ab+bd)(ac+cd)

1L da(A)= i|=(—2)(4)—(3)(1)=—11;det(AT):|_§ i|:(_2)(4)—(1)(3)=—11
2 de(A)=| _21|=(—6)(—2)—(1)(2)=10,det(AT)—| ¢ _§|=(—6)(—2)—(2)(1)=10



2.2 Evaluating Determinants by Row Reduction

2 -1 3
det(A)=|1 2 4/=[24-20-9]-[30-24-6]=-5;
5 36
2 1 5
det(AT)=|-1 2 -3|=[24-9-20]-[30-24-6]=—5 (we used the arrow technique)
34 6
4 2 -1
det(A)=| 0 2 -3|=[40+6-0]-[2-12+0]=56;
-1 1 5
4 0 -1
det(AT)z 2 2 1 =[40—0+6]—[2—12+0]=56 (we used the arrow technique)
-1 -3 5

The third row of |, was multiplied by —5. By Theorem 2.2.4, the determinant equals —5.
=5 times the first row of |, was added to the third row. By Theorem 2.2.4, the determinant equals 1.
The second and the third rows of |, were interchanged. By Theorem 2.2.4, the determinant equals —1.

The second row of |, was multiplied by —+ . By Theorem 2.2.4, the determinant equals —+.

3 -6 9 1 -2 3
-2 7 =2|=3-2 ) <4—— A common factor of 3 from the first row
0 1 5 0 1 5 was taken through the determinant sign.
-2 3
=3|0 3 4 <4—— 2 times the first row was added to the
0 1 5 second row.
-2 3
=3 (—1) 0 15 <«—— The second and third rows were
0 3 4 interchanged.
1 =2 3
= (3)(—1) 0 1 5 <4—— 3 times the second row was added to the
0 0 =11 third row.
1 -2 3
= (3)(_1)(_1 1) 0 15 <4—— A common factor of —11 from the last row
0 0 1 was taken through the determinant sign.

10



2.2 Evaluating Determinants by Row Reduction 11

Another way to evaluate the determinant would be to use cofactor expansion along the first column after the second
step above:
3 6 9 1 -2 3
3 4
-2 7 -2[=3j0 3 4=3[1 |-0+0|=3[(1)(11)]=33.
0O 1 5 0 1

3 6 -9 1 2 -3
10. 0 0 -2/=310 0 -2 <4—— A common factor of 3 from the first row
-2 1 5 -2 1 5 was taken through the determinant sign.
-3
=30 0 -2 <4—— 2 times the first row was added to the third
5 -1 row.
2 3
= 3(_1) 0 5 -1 <«—— The second and third rows were
0 0 -2 interchanged.
2 3
= (3)(—1)(5) 0 1 -5 <4——— A common factor of 5 from the second row
0 —2 was taken through the determinant sign.
2 -3
= (3)(_1)(5)(_2) 0 1 _% <4—— A common factor of -2 from the last row
0 0 1 was taken through the determinant sign.

Another way to evaluate the determinant would be to use cofactor expansion along the first column after the
second step above:
3 6 -9 1 2 3
0
0 0 -2(=30 0 -2 =3{ 1‘5 ‘ 0+0} 3[(1)(10)]=30.
-2 1 5 0 5 -1

2 1 3 1 0 1 1
11 1 0 1 1 1 3 1
: 02 10 = (_1) 210 <4— The first and second rows
were interchanged.
0 1 2 3 1 2 3



12.

2.2 Evaluating Determinants by Row Reduction

0 1 1
01 1 -1
= (_1) 02 1 0 <+—— -2 times the first row was
added to the second row.
012 3
1 0 1 1
0 1 1 -1
= (_1) 0 0 -1 b <4—— -2 times the second row was
added to the third row.
o1 2 3
1 0 1 1
0 1 1 -1
= (_1) 0 0 1 5 <4—— -1 times the second row was
N added to the fourth row.
0 0 1 4
1 01 1
- (_1)(_1) 0 11 -1 A common factor of —1 from
0 01 2 the third row was taken
00 1 4 through the determinant sign.
1 0 1 1
0o 1 1 -1
= (_1)(_1) 00 1 5 <— -1 times the third row was
B added to the fourth row.
0 0 0 6
1 0 1 1
_ (—1)(—1)(6) 0 1 1 -1 A common factor of 6 from
0 0 1 =2 the third row was taken
00 0 1 through the determinant sign.

=(=1)(=1)(6)(1)=6
Another way to evaluate the determinant would be to use cofactor expansions along the first column after the

fourth step above:
2 1 3 1 1

1011 0? 1 -1 b 1 2

02 1 0 o o o omEDMO A 2=(—)()()‘1 4‘
0 1 4

0 12 00 1

1 -3 0 |1 -3 0

-2 4 1=0 -2 1 <+— 2 times the first row was
5 =2 21 15 =2 2 added to the second row.

12



1 -3 0
=0 2 1

0 13 2

1 -3 0

=20 1 -1

0 13 2

-3 0

=200 1 -1

0 0 &I

-3 0
=(=2)F)) 1 -3
0 1

~(2)(E)1) =17

Another way to evaluate the determinant would be to use cofactor expansion along the first column after the

second step above:

1 -3 0 [1 30
2 4 1=0 2 1=(1)‘_21
5 22 [0 13 2

1 31 5

2 -7 0 —4

13. 0 01 0
0 02 1

0 00 1

1 315

0 -1 26

=0 0 10

0 02 1

0 00 1

13 1 5

01 2 =6

=(-)jo 0 1 0

00 2 1

00 0 1

|
—_— = = 0 W

SREUSD

—_ = = DN W

—_— = = 0 W

2.2 Evaluating Determinants by Row Reduction

—5 times the first row was
added to the third row.

A common factor of -2 from the second
row was taken through the determinant
sign.

—13 times the second row was
added to the third row.

A common factor of - from the last row

was taken through the determinant sign.

2 times the first row was
added to the second row.

A common factor of —1 from the second row
was taken through the determinant sign.

13



13 1

0 1 -2
=(-1)jo 0 1
00 0
00 0

13 1

0 1 -2
=(-1)jo 0 1
00 0
00 0

13 1

0 1 -2
=(-1)(2)o 0 1
00 0
00 0

5
-6
0
1
1

5
-6
0
1
0

5
-6
0
1
0

3
-8
1
-1

3
-8
1
-1
2

3
-8
1
-1
1

-2

Another way to evaluate the determinant would be to use cofactor expansions along the first column after the

third step above:

1 3 1 5 3 1 3
-2 -7 0 -4 2 0 1
0 01 0 1=(-1)o o
0O 0 2 1 1 0 0
0 0 O 1 1 0 0
1 0 1
~(nOp 1 —1=(—1><1>(1)(1>\
0 1 1
14. 1 -2 3 1 1

o0 N =

oo O = N

2.2 Evaluating Determinants by Row Reduction

—2 times the third row was
added to the fourth row.

—1 times the fourth row was
added to the fifth row.

A common factor of 2 from the fifth row
was taken through the determinant sign.

—5 times the first row was added to the
second row.

The first row was added to the third row.

14



2.2 Evaluating Determinants by Row Reduction

-2 3 1
<+— -2 times the first row was added to the
_ 0 -9 2 fourth row.
0 -3 -1
0 12 0 -1
1 -2 3 1
<4—— —12 times the second row was added to the
_ 0 -9 -2 fourth row.
0o 0 -3 -1
0O 0 108 23
1 -2 3 1
0 1 9 5 <«—— A common factor of —3 from the third row
-3 T was taken through the determinant sign.
0 O 1 %
0 O 108 23
1 -2 3 1
0 1 9 ) <4—— -108 times the third row was added to the
-3 N - fourth row.
0 O 1 %
0O 0 0 -13
-2 3 1
0 1 9 5 <—— A common factor of —13 from the third row
- (_3)(_13) T was taken through the determinant sign.
0 O 1 4L
3
0O 0 O 1

=(=3)(=13)(1)=39
Another way to evaluate the determinant would be to use cofactor expansions along the first column after the

fourth step above:
1 =2 3 1 |1 =2 3 1

d e f a C
15. g h i= (_1) g h i <«——— The first and third rows were interchanged.
a b c d e f
ab c
= (_1)(_1) d e f <«—— The second and third rows were interchanged.
i




2.2 Evaluating Determinants by Row Reduction

a b c

g h i
16. The first and the third rows were interchanged, therefore |d e f|=—|d e fl=—(-6)=6.
a b c

3a 3b 3c a b c
17. -d e —f|=3]-d —e -f
49 4h 4i| |49 4h 4i

a b c
=3(-1)|d e f
49 4h 4i

b ¢

a+d b+e c+f a b ¢

18. -d -e —f|=|-d —e -f
g h i g h i

a b c

=-1|d e f

g h i

a+g b+h c+il |a b
19. d e f|=|d e
g h i g h
=—06
a b c a b

20. 2d 2e 2f |=2d 2e 2f

g+3a h+3b i+3c g h

g h i

<4—— A common factor of 3 from the first row

was taken through the determinant sign.

A common factor of —1 from the second
row was taken through the determinant
sign.

A common factor of 4 from the third row
was taken through the determinant sign.

The second row was added to the first row.

A common factor of —1 from the second
row was taken through the determinant
sign.

<4—— -1 times the third row was added to the first

Tow.

<4——— 3 times the first row was added to the last

Trow.

16



2.2 Evaluating Determinants by Row Reduction

a C
=2ld e <4—— A common factor of 2 from the second row
h was taken through the determinant sign.
g |

-3a  -3b -3¢
21. d e f
g—4d h-4e i-4f
a b c
=-3| d e f <4— A common factor of =3 from the first row
g—4d h—4de i-4f was taken through the determinant sign.

a b c
=-3d e f
g h i

22. The third row is proportional to the first row, therefore by Theorem 2.2.5 |d e

4 times the second row was
added to the last row.

a b ¢
fl=0.
2a 2b 2c

(This can also be shown by adding —2 times the first row to the third, then performing a cofactor expansion of the

a b c
resulting determinant |d e f| along the third row.)
0 0 O
1 1 1 1 1 1
23. a b c¢c|=|0 b-a c-a
a> b* ¢’ |a@ b’ c’
1 1 1
=0 b-a c—-a
0 b*-a*> c¢*-a’
1 1
=0 b-a c—a
0 0 c*-a’—(c-a)(b+a)

—a times the first row was added to the
second row.

—a’ times the first row was added to the third
rOw.

—(b + a) times the second row was added to

the third row.

17



24.

25.

26.

(@)

(b)

2.2 Evaluating Determinants by Row Reduction

Interchanging the first row and the third row and applying Theorem 2.1.2 yields

0 O a13 a31 a32 a33
detf 0 a, a,|=(-1)det| 0 a, a,|=-a,a,a,
a’3l a32 a33 0 O al3

We interchange the first and the fourth row, as well as the second and the third row. Then we use
Theorem 2.1.2 to obtain

0 0 0 a’14 a’41 a42 a'43 a44
0 0 a, a 0 a, a, a
det 2 =(=1)(-1) det 207¥ =3 ,a,a,4,
0 a'32 a33 a34 0 0 a‘23 a'24
a’41 a42 a'43 a'44 0 0 0 a'14

Generally for any nxn matrix A such that a; =0 if i+ j<n we have

det(A)=(-1)"a,a,,,a

ni*

. b a +b +c
, b, a +b,+c,
, b, a,+b,+c,
1 bl bl + CI
=% bz bz +C, <+—— -1 times the first column was

, b, b,+c, added to the third column.

1 bl Cl
=1q bz C, <—— -1 times the second column was
a, b ¢ added to the third column.

a +bt a,+bt a, +bit
at+b, at+b, at+b,
G C, G,
a+bt a +bt a +bt
= (l—tz)bl (1 —tz)bz (1 —tz)b3 <«——— -t times the first row was

C, c, c added to the second row.

a+bt a, +bt a, +hbit

_ 2 ‘ )
- (1 —t ) b, b, b, <+—— A common factor of 11" from the second
C, C, C, row was taken through the determinant sign.
a a
1 % %
= (1 - '[2) b, b, b, <«——— -t times the second row was

¢, ¢ ¢ added to the first row.

18



2.2 Evaluating Determinants by Row Reduction

a+b a-b ¢
27. a,+b, a -b, c,
a,+b, a,—-b, c
a+b -2b ¢
=la, + bz _2b2 C, <4—— -1 times the first column was added to the
a,+b, -2b, c, second column.
a+b b ¢
=-2la, + bz bz C, <4—— A common factor of —2 from the second
a,+b, b, c cplumn was taken through the determinant
sign.
q b1 C
=-2|a, bz C, <—— -1 times the second column was added to
b the first column.
a ; G

a, b +ta, c +rb +sa
28. a, b +ta, c,+rb,+sa,
a, b,+ta, c,+rb,+sa,

a b ¢ +rb +sa
=la, b, c,+rb,+sa,
a, b, c,+rb, +sa,

<4—— -t times the first column was
added to the second column.

a b c+rb
=la, b, c,+rb,
a, b, c,+rb,

<4—— =S times the first column was
added to the third column.

1 bl Cl
=la, b, ¢ <4—— - times the second column was
C added to the third column.
3 M3 W3
a a &
=b, b, b <4——— The matrix was transposed.
cC C ¢ (Theorem 2.2.2)

29. The second column vector is a scalar multiple of the fourth. By Theorem 2.2.5, the determinant is 0.
30. Adding the second, third, fourth, and fifth rows to the first results in the first row made up of zeros.

2 003 0 0 |
5 012 1 Oz(O—O+22
3 21-3 8 +4

1
31 det(M)=|2
-1

imo —0+ (—4)‘2 ?D = (2)(-12)=-24

19



2.2 Evaluating Determinants by Row Reduction 20

1 2 0 | 2
2 aa()=0 12l =00 0) -
0 0 1

33. In order to reverse the order of rows in 2x2 and 3x3 matrix, the first and the last rows can be interchanged, so
det(B) = —det(A) .
For 4x4 and 5x5 matrices, two such interchanges are needed: the first and last rows can be swapped, then the
second and the penultimate one can follow.

Thus, det(B):(—l)(—l)det(A):det(A) in this case.

Generally, to rows in an Nxn matrix can be reversed by

e interchanging row 1 with row N,
e interchanging row 2 with row n—1,
.

e interchanging row N/2 with row n—n/2

where X is the greatest integer less than or equal to X (also known as the "floor" of X).

n/2

We conclude that det(B)=(-1)""det(A).

ab b b a b b b
34 b a b b B b-a a-b 0 . )
b b ab = b—a 0 a—b 0 +— -1 ‘tl‘mcs‘thc flrstlrf)\y wa.s ayc}dcd
to each of the remaining rows.
b b b a |b-a 0 0 a-b

= b—a a—b <«—— The last column was
added to the first column.

= <4— The third column was
added to the first column.

= a—b <«—— The second column was
added to the first column.

=(a+3b)(a—b)’
True-False Exercises

(@ True. det( B) = (—1)(—1)det(A) = det(A) .



(b)
(©)
(d)
(€)
(f)

2.2 Evaluating Determinants by Row Reduction 21

True. det(B)=(4)(2)det(A)=3det(A).

False. det(B)=det(A).

False. det(B)=n(n—1)---3-2-1-det(A)=(n!)det(A).
True. This follows from Theorem 2.2.5.

True. Let B be obtained from A by adding the second row to the fourth row, so det(A) = det( B) . Since the fourth

row and the sixth row of B are identical, by Theorem 2.2.5 det( B) =0.

2.3 Properties of Determinants; Cramer’s Rule

2 4

det(2A) =| . 8| =(-2)(8)—(4)(6)=—40

-1 2

(@ deeA)=4 "} =3((-1)4) () =(4)10) =0

=(-8)(8)—(-8)(-20)=—224

2

(—4)2det(A)=16|§ _2|:16((2)(—2)—(2)(5))=(16)(—14)=—224

We are using the arrow technique to evaluate both determinants.

-4 2 -6
det(-2A)=|-6 -4 —2|=(-160+8-288)—(-48-64+120)=-448
-2 -8 -10
2 -1 3
(-2) det(A)=-83 2 1|=(-8)((20-1+36)~(6+8-15))=(-8)(56) =448
1 4 5

We are using the cofactor expansion along the first column to evaluate both determinants.

3 3 3
det(3A)=[0 6 9 =3‘§ _96‘:3((6)(—6)—(9)(3)):(3)(—63):—189
03 -6
11
3'det(A)=27/0 2 3:(27)(1)‘? _3‘—27((2)(—2)—(3)(1)):(27)(—7):—189
01 -2

We are using the arrow technique to evaluate the determinants in this problem.



10.

11.

12.

2.3 Properties of Determinants; Cramer’s Rule

9 -1 8
det(AB)=[31 1 17|=(18—-170+0)—(80+0-62)=-170;
10 0 2
-1 -3 6
det(BA)=[17 11 4|=(-22-120+510)—(660-20-102)=-170;
10 5 2
3
det(A+B)=[10 5 2/=(45+0+0)—(75+0+0)=-30;
50

det(A)=(16+0+0)—(0+0+6)=10;
det(B)=(1-10+0)—(15+0-7)=-17;
det( A+ B) = det(A)+det(B)

We are using the arrow technique to evaluate the determinants in this problem.

6 15 26
det(AB)=| 2 -4 -3|=(-288+90+520)—(208—-180+360)=—66;
-2 10 12
5 8 -3
det(BA)=|-6 14  7|=(-350+280—-36)—(-210—70+240)=—66;
5 2 -5
17 2
det(A+B)=| 2 1 2{=(1-28-20)—(4+10+14)=-75;
-2 5 1

o
a
—
vs]
N—
|
o
+
S
|
—_
[\
~
|
—
e
+
—
o0
+
—_
SN—
Il
|
98]
98]

—6+0—20)—(—10+O—15)=—1¢0 therefore A is invertible by Theorem 2.3.3

(
(
(
(A)=(
det(A)=(-24+0+0)—(~18+0+0)=—6=0 therefore A is invertible by Theorem 2.3.3
(A)=(2)(1)(2)=4#0 therefore A is invertible by Theorem 2.3.3

(

(

(

det( A)= (1 +0 —81) —(8 +36+ 0) =—124 %0 therefore A is invertible by Theorem 2.3.3

22



13.

14.

15.

16.

17.

18.

19.

20.

2.3 Properties of Determinants; Cramer’s Rule

det(A) = (2)( )( ) 12 #0 therefore A is invertible by Theorem 2.3.3
det(A) =0 (third column contains only zeros) therefore A is not invertible by Theorem 2.3.3
det(A)=(k-3)(k-2)—(-2)(-2) =k’ -5k +2= (k —#)(k S*J) By Theorem 2.3.3, A is invertible if

k;t# and ki#.
det(A) =k’ —4=(k—-2)(k+2). By Theorem 2.3.3, A is invertible if k#2 and k#-2.

det(A)=(2+12k+36)—(4k+18+12)=8+8k =8(1+k).
By Theorem 2.3.3, A is invertible if kK= —1.

det(A):(1+0+0)—(0+2k+2k):1—4k . By Theorem 2.3.3, A is invertible if k = 1.

det(A) = (—6 +0- 20) - (—10 +0- 15) =—1#0 therefore A is invertible by Theorem 2.3.3.

The cofactors of A are:

-1 0 -1 0 -1 -1
11:‘ 4 3‘:_ CIZZ_‘ ) 3‘: C13:‘ ) 4‘:_2
5 5 5 2 5
C,=- 4 3 = C,= 3 =-4 Cp=- 2 4 =2
55 2 5 2 5
C31:‘_1 0‘:5 szz_‘_l 0‘:_5 C33:‘_1 _1‘:3
-3 3 2 -3 5 5
The matrix of cofactorsis | 5 —4 2| and the adjoint matrix is adj(A)=| 3 -4 5|
5 -5 3 -2 2 3

-3 5 5 3 -5 -5
i(A)==%| 3 4 -5|=|-3 4 5|
2 2 3 2 2 -3

From Theorem 2.3.6, we have A™' =

(

det(A) = (—24 +0+ 0) — (—18 +0+ O) =—6 #0 therefore A is invertible by Theorem 2.3.3.

The cofactors of A are:

c P, ¢ o 2_, o 3
o -4 22 -4 Pl-2 00

0 3 2 3 2.0
C, =- =0 C,= =-2 C,=- =0
N LN IR CEE TN
c 03l 23 P9,
32 2o 2 ¥ olo o3

23



2.3 Properties of Determinants; Cramer’s Rule

-12 4 6 -12 0 -9
The matrix of cofactorsis | 0 -2 0| and the adjoint matrix is adj(A)=| -4 -2 —4|.
-9 -4 6 6 0 6
-12 0 -9 2.0 2
From Theorem 2.3.6, we have A~ = det'( A adj(A)==4%| 4 2 4= 2 1+ 2
6 0 6| |-1 0 -1
21. det(A) = (2)(1)(2) =4#0 therefore A is invertible by Theorem 2.3.3.
The cofactors of A are:
1 -3 0 -3 0 1
C“_‘O 2‘:2 Clzz_‘o 2‘:0 C13:‘0 0‘:
35 25 2 -3
=— = = = C,=- =0
o P RN o
-3 5 2 5 2 =3
C31_‘ | _3:4 C32:_‘0 _3‘:6 C33:‘0 1‘:2
2 0 0] 6 4
The matrix of cofactorsis | 6 4 0| and the adjoint matrix is adj(A) =10 4 6
4 6 2] 00 2
2 6 4 |3 31
From Theorem 2.3.6, we have A™' = detl(A) adj(A)=+|0 4 6|=|0 1 2|
0 0 2 0 0 %

22. det(A) = (2)(1)(6) =12 is nonzero, therefore by Theorem 2.3.3, A is invertible.

The cofactors of A are:

1 0 8 0 8 1
C, = =6 C,=- =—48 C,= =29
3 6 -5 6 -5 3
00 20 20
C, =- =0 C, = =12 C,=- =—6
N P RN 3 )
0 0 20 20
S JZO C”__& JZO C”_& Jzz
6 —-48 29 6 0 0
The matrix of cofactorsis |0 12 —6 | and the adjoint matrix is adj (A) =|-48 12 0.
0 0 2 29 -6 2
6 0 0 + 00
From Theorem 2.3.6, we have A™ =fadj(A)=-48 12 0|=|-4 1 0|
1
2

29 -6 2 2

o=

24



2.3 Properties of Determinants; Cramer’s Rule 25

1 3 1 1 1 3 1 1
252 210 -1 00
1 3 8 9 - 0 0 7 8 <+—— 2 times the first row was added to the second row; —1
times the first row was added to the third and fourth
1 3 220 0 11 FOWS.
1 3 1 1
0 -1 0 O
- 0 0 1 1 <4——— The third row and the fourth row were interchanged.
0O 0 7 8
1 3 1 1
0 -1 0 O
- 0 0 1 1 <4——— -7 times the third row was added to the fourth row
0 0 0 1

—()()0)(1)=1
The determinant of A is nonzero therefore by Theorem 2.3.3, A is invertible.

The cofactors of A are:

522
C,=|3 8 9[=(80+54+12)—(48+90+12)=—4
322
2 22
Co=—|1 8 9=-[(32+18+4)-(16+36+4)]=2
12 2

2 52
Ch=|l 3 9 =(12+45+6)—(6+54+10)=-7
1 3 2

2 5 2
C.=—|1 3 8|=—[(12+40+6)—(6+48+10)]=6
132
311
C,=-[3 8 9=—[(48+27+6)—(24+54+6)]=3
3
111
Cp=[l 8 9=(16+9+2)—(8+18+2)=-1
12 2

131
Cp=—|l 3 9[=—[(6+27+3)-(3+27+6)]=0

1 3 2



2.3 Properties of Determinants; Cramer’s Rule 26

131

C,=[1 3 8=(6+24+3)-(3+24+6)=0
13 2
3.1 1

C,=|5 2 2/=(12+6+10)—-(6+12+10)=0
322
111

Co=—2 2 2|=-[(4+2+4)-(2+4+4)]=0
122
131

Cy=[2 5 2[=(10+6+6)—(5+6+12)=—1
13 2

31

Cu=—2 5 2/=-[(10+6+6)—(5+6+12)]=1
13 2
3.1 1

C,=-5 2| =—[(54+6+40)—(6+48+45)|=-1
389

=(18+2+16)—(2+16+18)=0

O

5

Il
—_— N =
< SR
o N =

1 3 1
Cho=—2 5 2/=-[(45+6+6)—(5+6+54)]=8
1 39

1 31
Cun=[2 5 2[=(40+6+6)—(5+6+48)=-7
138

-4 2 -7 6 -4 3 0 -1
. . 3 -1 0 O . L 2 -1 0 0
The matrix of cofactors is and the adjoint matrix is adj(A) = .
0 0 -1 1 -7 0 -1 8
-1 0 8 -7 6 0 1 -7

-4 3 0 -1 -4 3 0 -1
2 -1 0 0 2 -1 0 0

From Theorem 2.3.6, we have A™ =—l-adj(A)=1 = .
(A) -7 0 -1 8| [-7 0 -1 8

6 0 1 -7 6 0 1 -7

72 32 73 det(A det(A,
S e R




25.

26.

27.

det(A,)=

det(A)=

det(A)

— _ 144 _
X= 55 T

det(A)

1

N — N N = WD

-3

det(A)=|2 -1
4

4

0
-3

det(A)=|-2 -1

0

NN O NN O

2.3 Properties of Determinants; Cramer’s Rule

=(8+10+0)—(0+40+110)=-132,

=(4+10+0)—(0+20+30)=-36,

=(24+4+0)—(0+8+44)=-24,

=(4+15+110)—(2+60+55)=12;

[V S R \° B \© R S T )

2|=(3+24-80)—(-2-40-72)=61,

—1|=(20+8+48)—(-12-2+320)=-230;

det(A) 61 _ 61 _ det(A) _ 930 _ 46

144 =
50 Y= det(A) — =557 552 © 7 det(A) T 55 T 11 °

1
0=(3+0+0)—(-4+0+18)=-11,
-3

27



2.3 Properties of Determinants; Cramer’s Rule

4
det(A)=]2 -2 0[=(6+0+0)—(-8+0-24)=38,
4 0 -3
T
det(A)) =2 -1 —2=4‘_1 2‘=(4)(6+4)=40,
4 0 o "
=Gyt == X = ==t
-1 -4 2
28 det(A)=| > 7
-1 13 1
1 2 1 -4

17 9o |27 9 |2 -1 9 |2 -1
=—1] 1 3 1+4/-1 3 1f+2}-1 1 1-1-1 1
—4 1 1 -4 1 -2 -4 |1 =2

|
\®)
—_

=—[(12-14+9)—(-54-1-28) | +4[(-24+7-9)—(27+2+28) ]
+2[(-8-1+18)—(9-4-4)]-[(2-3+14)-(7-12+1)]

=-90-332+16-17=-423

32 4 2 1
4 -1 7 9
det(A )= 11 13 1
4 2 1 -4

-1 7 9 |14 7 9o |14 -1 9 |14 -1 7
=32/ 1 3 1+4[11 3 1+2{11 1 1f-1[11 1 3
2 1 -4 |4 1 -4 |4 2 -4 |-4 21

=-32[(12-14+9)—(-54-1-28) |+ 4[ (-168 =28 +99) — (~108 + 14 - 308) |
+2[ (=56 +4-198) —(-36-28+44) | -[ (14 +12 - 154) —(-28 -84 —11) |
=-2880+1220-460+5=-2115

1432 2 1
2 147 9
det(AZ):—1 113 1
| 4 1 -4

14 7 9 27 9 |2 14 9 |2 14 7

——1l11 3 1+320-1 3 4201 11 =11 11 3

4 1 -4 11 -4 |1 -4 -4 |1 -4 1

=—[(~168—28+99)—(~108+14 -308) | +32[ (24 +7-9)—(27+2+28)]

28



29.

30.

2.3 Properties of Determinants; Cramer’s Rule

+2[ (~88+14+36)—(99-8+56) | —[ (22 +42+28)—(77-24-14)]
=-305-2656—370—53=-3384

1 -4 32 1
1 14 9
det(A3):—1 1111
1 =2 -4 4

1 14 9 |2 14 9 2 -1 9 |2 -1 14

——1l 1 11 #4111 1=320-1 1 1-1-1 1 11

0 4 -4 | -4 -4 1 =2 -4 |1 =2 -4

=—[(44-28-36)—(~198+4-56)]+4[(-88+14+36)—(99-8+56)]|
—32[(-8-1+18)—(9-4—-4)]-[(-8-11+28)—(14—-44-4)]
=-230—740—256 —43 =—1269

1 -4 2 -32
2 -1 7 14
det(A“):—l 13 11
1 2 1 -4

17 14 |2 7 14 |2 -1 14 2 -1 7

1l 1 3 1i+4l-1 3 114201 1 11+32]-1 1 3

21 -4 11 -4 |1 2 -4 1 =2 1

=—[(12-154+14) - (-84 —11-28) |+ 4[ (-24 + 77-14) - (42 +22+28)
+2[(-8-11+28)—(14-44-4) | +32[(2-3+14)—(7-12+1) ]
=5-212+86+544=423

_ det(A) _ oyps _ _ det(Ay) 3384 _
X, = det(A) — 423 T 5 ’ X, = det(A) — 423 =38 >
_ det(As) 1269 _ _det(A) o403
X3 = det(A) — 423 =3, 47 det(A) T 423 T 1

det(A) =0 therefore Cramer’s rule does not apply.

det(A) =cos’ @ +sin” @ =1 is nonzero for all values of @, therefore by Theorem 2.3.3, A is invertible.

The cofactors of A are:

C,, =cosd C,, =siné C,=0

C, =-sinf C,, =cos@ C,=0

C,, =0 C,=0 C, =cos’@+sin’O=1
The matrix of cofactors is

cos@ sin@d O
—sinf cos@ 0
0 0 1

29



32.

33.

2.3 Properties of Determinants; Cramer’s Rule

and the adjoint matrix is

cosd —sinfd 0
adj(A)=| sind cosf 0
0 0 1

From Theorem 2.3.6, we have

cosf —sind 0 cosf —sind O

A’I:madj(A):% sind cos@ O0|=|sind coséd O]
0 0 1 0 0 1
4 1 1 1 4 6 1 1
37 - 3 1 -1 1 det(Ay)
det(A)=_ =4 det(A)=|0 0 o =0y =g =a=0
11 1 2 1 3 12
4 1 1
3 -1 1
a A= ,
@ 7 3 -5 8
1 1 1 2
6 1 1 4 6 1 1 4 1 6 1 4 1 1 6
A_1 —11A2_3 1_11A3—3711A—37_1 ‘
133 =5 8”7 |7 3 58”7 |73 =38 " |73 -5 3/
3 1 2 1 3 1 2 1 1 3 2 11 1 3
det( A _ det( A, det( A, _ det( A,
X det((A))_%zl’ y_dett((A)):ﬁZO’ z dex((A)):%zz’ W_det((A)):ﬁZO
4 1 1 6
) 3 -1 1
(b) The augmented matrix of the system ; . has the reduced row echelon form
1 1 1 2 3
1 0 0 0 1
01 0 00 )
0010 2 therefore the system has only one solution: X=1,y=0,z=2,and w=0.
0 0010

(©)

(a

—

(b)

The method in part (b) requires fewer computations.

det(3A) =3 det(A) = (27)(—7) =-189 (using Formula (1))

de‘c(A’1 ) L-=-L=—1 (using Theorem 2.3.5)

T (A T T
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34,

35.

2.3 Properties of Determinants; Cramer’s Rule 31

(€ det(2A")=2"det(A") =125 =% =-% (using Formula (1) and Theorem 2.3.5)

A-T777

(d) det((ZA)fl) = det(IZA) = 23d;(A) = (8)(‘77) =—< (using Theorem 2.3.5 and Formula (1))

a g d a d g ab c
() b h el=-b e hl=—|d e f|=—(-7)=7 (in the first step we interchanged the last two columns
c i f| o f il lgon i

applying Theorem 2.2.3(b); in the second step we transposed the matrix applying Theorem 2.2.2)

(@) det —A) = det((—l) A) = (—1)4 det(A) = det(A) =-2 (using Formula (1))

(b)  det A’l)z =1L =—1 (using Theorem 2.3.5)

det(A) — 27 2

(©)  det(2A")=2"det(A")=16det(A)=-32 (using Formula (1) and Theorem 2.2.2)

3

(d) det A3) = det(AAA) = det(A) det(A) det(A) = (—2) =—-8 (using Theorem 2.3.4)

(b)  det A’l)— =1 (ysing Theorem 2.3.5)

(c) det(2A” ) =2’ det(A"1 ) =-—3_-=2 (using Formula (1) and Theorem 2.3.5)

T det(A) T 7

(
(
(
(
(@ det(3A)=3"det(A)=(27)(7)=189 (using Formula (1))
(
(
(

(d) det (2A)_1 ) =—1 L_— ‘7) =< (using Theorem 2.3.5 and Formula (1))

(2A) ~ 2det(A) (B

True-False Exercises

(@)

(b)

(©)

(d)
(€)
(f)
(@)

False. By Formula (1), det(ZA) =2’ det(A) = 8det(A) .
1 0 0 0
False. E.g. A:{O 0} and B:[O J have det(A)zdet(B)zO but det(A+ B)=1¢2det(A).

True. By Theorems 2.3.4 and 2.3.5,
det(A"BA) = det(A™")det(B)det (A) = zzdet(B)det(A) = det(B).

det(A)

False. A square matrix A is invertible if and only if det(A) =0.

True. This follows from Definition 1.

True. This is Formula (8).

True. If det(A) #0 then by Theorem 2.3.8 AX =0 must have only the trivial solution, which contradicts our

assumption. Consequently, det(A) =0.
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(h)  True. If the reduced row echelon form of A is I, then by Theorem 2.3.8 AX=D is consistent for every b, which

contradicts our assumption. Consequently, the reduced row echelon form of A cannot be |, .

(i)  True. Since the reduced row echelon form of E is | then by Theorem 2.3.8 EX=0 must have only the
trivial solution.

(j)  True. If A is invertible, sois A™'. By Theorem 2.3.8, each system has only the trivial solution.

(k)  True. From Theorem 2.3.6, A™' = — adj(A) therefore adj (A) =det(A) A™'. Consequently,

det(A)

(557 A) adi( A) = (557 A) (det(A) A™) =228 (AA) =1, so (adi(A)) " =5 A.
@ ® @ @

(I)  False. If the Kth row of A contains only zeros then all cofactors C, where j=i are zero (since each of them

involves a determinant of a matrix with a zero row). This means the matrix of cofactors contains at least one zero

row, therefore adj(A) has a column of zeros.

Chapter 2 Supplementary Exercises

. -4 2
1. (a) Cofactor expansion along the first row: | 3 3| = (—4)(3) —(2)(3) =-12-6=-18

—4 2 3 3
(b) | 3 3| =— 4 0 <——— The first and second rows were interchanged.
1
= —(3) 4 2 <4——— A common factor of 3 from the first row
h was taken through the determinant sign.
1
= —(3) 0 6 <4—— 4 times the first row was added to the second row
= —(3)(1)(6) =-18 <4—— Use Theorem 2.1.2.
-1
2. (@) Cofactor expansion along the first row: |_2 —6| =(7)(-6)—(-1)(-2)=—42-2=-44
7 -1 -2 -6
(b) ) 6 =— 7 1 <—— The first and second rows were interchanged.
1 3
= —(—2) 7 1 <— A common factor of —2 from the first row
N was taken through the determinant sign.
1 3
= —(—2) 0 ” <4+——— 7 times the first row was added to the second row




Supplementary Exercises

= —(—2)(1)(—22) <4—— Use Theorem 2.1.2.

=44
(a) Cofactor expansion along the second row:

-1 5 2
0 2 -1=-0+2
-3 1 1

-1 2 -1 5
~(~1
S e

=0+2[(=1)(1)=2)(-3) |- (DD =(5)(-3)]

=0+(2)(5)—(—1)(14) =0+10+14=24

-1 5 2 1 -5 =2
(b) 0 2 = (_1) 0 2 - <«—— A common factor of —1 from the first row
3 1 1 -3 1 1 was taken through the determinant sign.
-5 =2
= (_1) 0 2 -1 <4—— 3 times the first row was added to the third
0 -14 -5 row.
-5 =2
= (_1) 0 2 -1 <4——— 7 times the second row was added to the third.
0O 0 -12

2(_1)(1)(2)(_12):24 <4—— Use Theorem 2.1.2.

(@) Cofactor expansion along the first row:

=23 5 _6 4 -6 4 -5
4 -5 -6 =(-1 —(= -

( >\_8 _9\ <2)\_7 _9\+< 3)\_7 _8\
-7 -8 -9

= (-D[(-5)(-9) = (-6)(-8) |- (-2)[(-4)(-9) - (-6)(-7) ]
+(3)[(4)(-8)~(-5)(-7)]
=(-1)(-3)—=(-2)(-6)+(-3)(-3)=3-12+9=0

-1 -2 -3 1 2 3
(b) -4 -5 -6/= (_1) -4 -5 -6 <4—— A common factor of —1 from the first row
-7 -8 -9 -7 -8 -9 was taken through the determinant sign.
1 2 3
= (_1) 0 3 6 <«—— 4 times the first row was added to the
0 6 12 second row and 7 times the first row was

added to the third row
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() Cofactor expansion along the first row:

Supplementary Exercises

<4—— 2 times the second row was added to the
third row

<4— Use Theorem 2.2.1.

<«—— The first and second rows were interchanged.

<4—— 3 times the first row was added to the second.

<«— The second row was added to the third row

<4—— The second and third rows were interchanged.

<4—— 3 times the second row was added to the third.

3.0 -1 L |1
bl 12(3)‘4 2‘_0+(_1)‘0 4‘
0 4 2
=)L) -)#)]-0+(1)[(1)(#)-(1)(0)]
=(3)(-2)-0+(-1)(4)=—6+0-4=-10
3.0 -1 111
(b) 11 1=(-1)3 0 -1
04 2 04 2
11
=(-1)0 -3 —4
0 4 2
11
=(-1)j0 -3 —4
0 1 -2
11
=(-n(-no 1 2
0 -3 —4
111
=(-1)(-yjo 1 -2
0 0 -10

=(-)(=1)(1)(1)(-10)=-10

(@) Cofactor expansion along the second row:

B ‘ 1 4 5
300 2(=-3 2ﬁuo—z‘1 _‘
1 2 2
=-3[(1N2)~(4)(-2)]-2[(-5)(-

-(1(1)]=(=3)(10)

<4—— Use Theorem 2.1.2.

~2(9)=-30-18=-48

34



(b)

(@)

(b)

Supplementary Exercises

-5 1 4 1 -2 2

3 0 2(=-|3 0 2 «4— The first and third rows were interchanged.
1 -2 2 =5 4
-2 2
=—0 6 -4 <——— -3 times the first row was added to the second
0 -9 14 row and 5 times the first row was added to the
third row
1 -2 2
=-6/0 1 -3 <4—— A common factor of 6 from the second row
0 -9 14 was taken through the determinant sign.
-2 2
=-6/0 1 -3 <+—— 9 times the second row was added to the third
0 8 TOW.

2_6(1)(1)(8)=_48 <4—— Use Theorem 2.1.2.

We perform cofactor expansions along the first row in the 4x4 determinant. In each of the 3x3 determinants,
we expand along the second row:

36 01
3 1 4 -2 1 4 -2 3 1

-2 3 1 4
=30 -1 1-6/1 -1 1j+0-1| 1 0 -1

1 0 -1 1
2 22 -9 2 2 -9 2 2

-9 2 2 2

34 301 1 4
=31 -0+ (-1)[0 -1 —6| -1
2 2 P =2 2 2

2 4 |2 1
L

+0—1(—1‘3 1+0—(—1)‘_2 3D
2 -2 -9 2
=3(0-1(-2)—1(-8))—6(-1(10)-1(32)-1(13)) + 0 —1(-1(-8) +0+1(23))
=3(10)-6(-55)+0-1(31)
=329
3 0 1 10 -1 1
-2 3 1 4__1)—2 31 4
1o o 7Y 5 6 0 o e The fscand third rows were
9 2 2 2 9 2 2 2 interchanged.
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Supplementary Exercises

-1 1
-1 6
) <4——— 2 times the first row was added to
3 = the second, —3 times the first row
-11 11 was added to the third and 9 times
the first row was added to the
fourth.
-1 1
-1 6
5 14 <——— 2 times the second row was
B added to the third and -2 times
31
3 7 the second row was added to the
fourth.
-1 1
-1 6
14 <«—— > times the third row was added
to the fourth.
_ 329
15

:(_1)(1)(3)(5)(_%):329 <«—— Use Theorem 2.1.2.

(a) We perform cofactor expansions along the first row in the 4x4 determinant, as well as in each of the

3x3 determinants:

-1 2 -3 4
4 3 2 1
1 2 3 4
-4 -3 2 -1
32 1 4 2 1 4 3 1
=-1|2 3 4-(=2)|1 3 4+(3)1 2 4
-3 -2 -1 -4 -2 -1 -4 -3 -1
4 3 2
-(-4)) 1 2 3
-4 -3 2
RURARLE
-2 -1 |3 - -3 -2
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10.

Supplementary Exercises

==((3)(5)=(2)(10)+35)+(2)(4)(5)=2((4)(5) = (2)(15) + 10)
3((4)(10)=(3)(15)+5) +4((4)(5) - (3)(10)+(2)(5))

=0+0+0+0
=0

1 2 -3 -4 |-1 2 -3 -4
4 3 2 1 |4 3

(b) 1 2 3 4 = 0 0 0 0 <—The first row was added to the
third row.
-4 -3 2 -1 |4 -3 2 -l
=0 <4— Use Theorem 2.2.1.

-1 5 2 -1 5 2|1 5

0 2 -1 =[ 0 2 ~1| 0 2=[-2+15+0]-[-12+1+0]=24

31 1 -3 1 A3 1

-1 -2 -3 -~ -2 _=3|-1" -2

-4 -5 -6 =|-4 -5 ~6|-4 -5=[-45-84-96]-[-105-48-72]=0

-7 -8 -9 <7 -8 >9|-7_ -8

3.0 -1 3. 0.1 3 0

111 =1 ¥ ¥ 4 1 =[6+0-4]-[0+12+0]=-10

0 4 2 0 4 2| 0 4

-5 1 =514 -5 1

3.0 2 =3 0 2 3 0 =[0+2-24]-[0+20+6]=-48

1 -2 2 I -2 2 1 =2

0 3
4 36
8 0 5 8 5
(@ eg 3 =38 5 0=—1813 10=(—18)(15)=—270 was easy to calculate by cofactor
13 10 0
130 10

expansions (first, we expanded along the second column, then along the third column), but would be more
difficult to calculate using elementary row operations.
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-1 -2 -3 -4
4 3 2 1 . . .
(b) e.g., | 2 3 4 of Exercise 8 was easy to calculate using elementary row operations, but more
-4 -3 -2 -1

difficult using cofactor expansion.

—4
11. In Exercise 1: 3 3| =—18 # 0 therefore the matrix is invertible.
: 7 -1 L :

In Exercise 2: 5 6 =—-44 # 0 therefore the matrix is invertible.
-1 5 2

In Exercise 3: | 0 2 —1/=24 #0 therefore the matrix is invertible.
-3 1 1
-1 -2 -3

In Exercise 4: |-4 -5 —6|=0 therefore the matrix is not invertible.
-7 -8 -9

30
12. InExercise 5: |1 1
0 4

1 {=-10#0 therefore the matrix is invertible.
2
-5 1 4
In Exercise 6: | 3 0 2|=-48 %0 therefore the matrix is invertible.
1 -2 2
3 0 1
) -2 1 4 oL .
In Exercise 7: L 0 - =329 # 0 therefore the matrix is invertible.
-9 2 2 2
-1 2 -3 4
) 4 3 2 1 .. . .
In Exercise &: { 2 3 4 =0 therefore the matrix is not invertible.
-4 -3 -2 -1
5 b-3 5 5
B, =(5)(-3)—-(b-3)(b—2)=-15-b*+2b+3b—-6=-b* +5b—21

3 -4 a 4a’+3 0 8+a
14. a2 1 2= a’ 1 2 4 Ume:'s the second row was added
R 5 to the first row and 1—a times the
2 a-1 4 |Fa+a +2 0 -2a+6 second row was added to the last

Irow.
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4a* +3 8+a

=-0+1 —
—a’+a’+2 -2a+6

<+— Cofactor expansion along
the second column.

=(4a’ +3)(-2a+6)—(8+a)(-a' +a’ +2)

=a*'-a’+16a*-8a+2

00 0 0 -3
00 0 -4 0
15. 00 -1 0 0
02 O 0
50 0 0 O
50 0 0 O
00 0 -4 0
= (—1) 0O 0 -1 0 O <«——— The first row and the fifth row were
02 0 0 0 interchanged.
00 0 0 -3
50 0 0 O
02 0 0 O
= (—1)(—1) 00 -1 0 O <4——— The second row and the fourth row
00 0 -4 0 were interchanged.
00 0O 0 -3

X -1

3 1y =x(1-x)=(-1)(3) =—x* + x+3;

Adding -2 times the first row to the second row, then performing cofactor expansion along the second row yields
1 0 -3 1 0 -3

1 -3 5
2 x —6|=[0 x 0 =x| 5=x(x—5+3)=x -2X
X_
I 3 x=5 |1 3 x-5
Solve the equation
— X7+ X+3=x"-2X
-2x*+3x+3=0
From quadratic formula x:@:# or XZ@:#-
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18.

19.

Supplementary Exercises

It was shown in the solution of Exercise 1 that

-4 2
3 3‘ =—18. The determinant is nonzero, therefore by

-4 2
Theorem 2.3.3, the matrix Az{ 3 3} is invertible.

The cofactors are:

.. . . 3 2
4} and the adjoint matrix is adJ(A) = { 3 4}.

The matrix of cofactors is {

-1 1 : 1 3 2 _%
From Theorem 2.3.6, we have A~ = () ad](A) ==z 5 =l |
6

o o~
S

It was shown in the solution of Exercise 2 that

-1
6| =—44 . The determinant is nonzero, therefore by

7 -1

Theorem 2.3.3, the matrix A= { } is invertible.

The cofactors are:

The matrix of cofactors is {

2 7
-6 1 3 _L
From Theorem 2.3.6, we have A™' = =) adj(A)zj{ 5 7}= _i _2 .
2 44
-1 5 2
It was shown in the solution of Exercise 3 that | 0 2 —1|=24. The determinant is nonzero, therefore by
-3 1 1
-1 5 2
Theorem 2.3.3, A=| 0 2 -1] isinvertible.
-3 1 1

The cofactors of A are:
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co=F N=3 cu=? M=z el ? =6
11 1 1 12 _3 1 13 _3 1
5 2 -1 2 -1 5
C, =- =-3 = =5 =— =-14
N R I O CENCE
5 2 -1 2 -1 5
- =9 C.=_ =_1 = =_
31 2 71 32 ‘ O 71 33 ‘ O 2
3 3 6 3 3 -9
The matrix of cofactorsis | -3 5 —14 | and the adjoint matrix is adj(A) =|3 5 -1}
-9 -1 =2 6 -14 -2
3 3 9 [ -+
From Theorem 2.3.6, we have A™' = = adj(A)=%|3 5 -1|=|+ & &I
6 -14 -2 + L -+
-1 2 3
20. It was shown in the solution of Exercise 4 that [-4 -5 —6|=0 therefore by Theorem 2.3.3, the matrix is
-7 -8 -9

not invertible.

3 0 -1
21. It was shown in the solution of Exercise Sthat [I 1 1|=-10. The determinant is nonzero, therefore by
0 4 2
30 -1
Theorem 2.3.3, A=|1 1 1 | isinvertible.
0 4 2
The cofactors of A are:
i 1 N
Tl ol 12 0o 2| B 7o 4
0 -1 3 -1 30
2 ‘4 2 2 ‘0 2 ? ‘0 4‘
0 -1 3 -1 30
C, = =1 C,=- =—4 C,= =3
ol T e
-2 =2 4 -2 4 1
The matrix of cofactorsis | -4 6 —12 | and the adjoint matrix is adj(A)=| -2 6 —4|.
1 -4 3 4 -12 3
2 4 1[4 3
From Theorem 2.3.6, we have A~ = dal(A) adj(A)==5| -2 6 4|=| + -2 2
2 6 _3
5 5
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22. It was shown in the solution of Exercise 6 that | 3

-5
Theorem 2.3.3, A=| 3
1

The cofactors of A are:

The matrix of cofactors is

From Theorem 2.3.6, we have A™' = madj(A)

23. It was shown in the solution of Exercise 7 that

3
-2

Theorem 2.3.3, A=
-9

The cofactors of A are:
3 1 4

Supplementary Exercises 42

-5 1 4
0 2|=-48. The determinant is nonzero, therefore by
1 =2 2
1 4
0 2| isinvertible.
-2 2
0 2 3 2 30
= C,=- = 13- =-6
-2 2 1 2 | )
1 4 -5 1
= 2=—10 = =-14 C,=- | 72=—9
4 5 4 51
=2 C,=- =22 C,= =-3
0 2 3 2 30
4 -4 -6 4 -10 2
—10 -14 -9 | and the adjoint matrix is adj(A)=| -4 -14 22
2 22 -3 -6 -9 -3
4 -10 2 -5 = 5
—| 4 14 2= 5 E -4
- 93 [+ %
36 01
-2 3 1 4 , .
0 -1 1 =329 . The determinant of A is nonzero therefore by
-9 2 2 2
6 0 1
31 4. . )
is invertible.
0 -1 1
2 =2 2

C,=l0 -1 1=(-6+2+0)—(-8-6+0)=10

2 2 2
-2 1 4

Co=-| 1 -1 1|=-[(4-9-8)-(36+4+2)]=55

-9 2 2

-2 3 4
C

13

-9 2 2

1 0 1/=(0-27+8)—(0-4+6)=-21
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2 3 1
Cu=—| 1 0 —1l=—[(0+27+2)—(0+4-6)]=-31
-9 2 -2
6 0 1
Cu=-0 -1 1l=—[(-12+0+0)-(-2-12+0)]=-2
2 -2 2
30 1
Cho=[ 1 -1 1j=(-6+0-2)—-(9-6+0)=-11
-9 -2 2
361
Ch=—| 1 0 1j=—[(0-54+2)-(0+6+12)]=70
-9 2 2
36 0
Ch=l1 0 -11=(0+54+0)-(0-6-12)=72
-9 2 -2
0 1
C,=3 1 4=(12+40-6)—(2-48+0)=52
-2 2
301
Co=—|-2 1 4=-[(6+0+4)—(-9-24+0)]=-43
-9 -2 2
36
C,=|-2 3 4[=(18-216-4)—(-27+24-24)=-175
-9 2 2
36 0
Cy=--2 3 1=-[(-18-54+0)—(0+6+24)]=102
-9 2 -2
6 0
Co=-|3 1 4=-[(6+0-3)-(0-24+0)]=-27
0 -1 1
3.0
Cpo=[-2 1 4=(3+0+2)-(1-12+0)=16
1 -1 1

3.6 1
=—|-2 3 4=-[(9+24+0)-(3+0-12)]=-42
10 1



24,

25.

26.

27.

28.

Supplementary Exercises

36 0
Cu=["2 3 1=(-9+6+0)—(0+0+12)=-15
1 0 -1
10 55 21 -31 10 -2 52 =27
, | 2 -11 70 72 , 55 11 43 16
The matrix of cofactors is and adj(A) = .
52 43 -175 102 =21 70 -175 -42
-27 16 42 -15 =31 72 102 -15
10 -2 52 =27 3 I i i
55 11 43 16 = -4 £ I
From Theorem 2.3.6, we have A™' = detl( A adj(A) =15 = 3239 3?3 32? 32: .
-21 70 -175 -42 - e —E v
=31 72 102 -15 = Z &
-1 -2 -3 4
. . . 2 1 .
It was shown in the solution of Exercise 8 that 3 4 =0 therefore by Theorem 2.3.3, the matrix
-4 -3 -2 -1

is not invertible.

S I T R O e e I W |

’ det(A)) _ " det(A,)
det(A) _%X+%y’ y= det(A) %y_%x

A:{cosﬁ —sin@} Al:{x —siné’} Azz{cosﬁ X]

sind cosé y cosf sind 'y
X = ) = 280l ycos O+ ysing, y' = i) = Sy cos - xsing
1 1 «
The coefficient matrix of the given systemis A=| 1 1 f|. Coefficient expansion along the first row yields
a p 1
1 1 1 1
det(A)zl '3—1 ﬁ+a
g 1 |la 1 a f

=1-p -(1-ap)+a(f-a)=—a*+2af - =—(a-B)’

By Theorem 2.3.8, the given system has a nontrivial solution if and only if det(A) =0,ie,a=0.

44

According to the arrow technique (see Example 7 in Section 2.1), the determinant of a 3x3 matrix can be expressed

as a sum of six terms:
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a, 4, a;
a, a, a23 = a11a22a33 + a12a23a31 + a13a21a32 - a13a22a31 - anazsasz - a12a21a33
a; a5 a5

If each entry of A is either O or 1, then each of the terms must be either 0 or +1. The largest value 3 would result
from the terms 14+1+1-0—-0—0, however, this is not possible since the first three terms all equal 1 would require

that all nine matrix entries be equal 1, making the determinant 0.

11
The largest value of the determinant that is actually attainable is 2, e.g.,let A=|1 0 1].
1 0

(@) We will justify the third equality, acos 8+ bcosa =cC by considering three cases:

CASEIL: a<% and <%

Referring to the figure on the right side, we have
X=Dbcosa and y=acosp.

Since X+Y=C we obtain, acos f+bcosa=cC.

CASEIL: ¢ >Z and <%
Referring to the picture on the right side, we can write

X= bcos(;z—a) =-bcosa and y=acos/f

This time we can write C=Y—X=acos —(—bcosa)

therefore once again acos f#+bcosa =c.
CASEIII: f>Z% and a <% (similarly to case I, C=bcosa — acos(iz —,B) =bcosa+acosf)

The first two equations can be justified in the same manner.

Denoting X =cosa, Y =cos 3, and Z =cosy we can rewrite the linear system as

cY + bZ = a
cX + aZ = b
bX + aY = C
0 c b
We have det(A)=|c 0 a|=[0+abc+abc]-[0+0+0]=2abc and
b a 0
a c b
det(A)=b 0 a =|:O+aC2 +ab2J—[O+a3 +0]:a(b2 +c’ —az) therefore by Cramer's rule
c ao

cosa =X = det(A) = a(b2 e _az) _ b*>+c’-a’ )
det(A) 2abc 2be




31.

33.

34.

37.

Supplementary Exercises

(b)  Using the results obtained in part (a) along with

46

0 ab
det(A)=[c b a=[0+a’b+bc’|-[b’+0+0]=b(a’+c’~b*) and
b c 0
0 c a
det(A)=|c 0 b =[O+bzc+azc]—[0+0+cq=C(a2 +b? —Cz) therefore by Cramer's rule
b a c
2, A2 |2 ¢ 2, p2_ Q2
cos f=Y _det(A)) _a"+c b and cosy =7 _det(A)) _a +b"—c ‘
det(A) 2ac det(A) 2ab
From Theorem 2.3.6, A™' = det‘( ) adj(A) therefore adj(A) = det(A) A" Consequently,
. . 1) _ det(A) -1\ _ . -1
(detl(A) A) adJ(A) - (detl(A) A) (det(A) A )_ det(A) (AA )_ n SO (ad_](A)) - detl(A) A.
Using Theorem 2.3.5 Iso write adj( A"')=det(A')(A") =—L_A
sing Theorem 2.3.5, we can also write a J( )— e ( )( ) = A
1 0 1
The equality A|:|=|: | means that the homogeneous system AX =0 has a nontrivial solution x =| : |.
1 0 1
Consequently, it follows from Theorem 2.3.8 that det(A) =0.
3 31
(b) 1| 4 0 1j=-2 isthe negative of the area of the triangle because it is being traced clockwise; (reversing
-2 -1 1

the order of the points would change the orientation to counterclockwise, and thereby result in the positive area:

-2 -1 1
4 0 1=4.
3 31
L ox X vy,
In the special case that n = 3, the augmented matrix for the system (13) of Section 1.10is |1 X, X5 v, |.
1 X, X,
1 x X
We apply Cramer’s Rule to the coefficient matrix A={1 X, X;
1 x X
Yio%ox Ly X Loy
A=ly, x, XX[,A =11y, xX|,and A,=|1 X, VY, | so the coefficients of the desired interpolating
i X X Ly, X Lox oy,
polynomial y=a,+aXx+a,Xx’ are: a, = %{:;, a, =) and a, = ijt((/:f)). From the result of Exercise 43 of

17 Tda(n)

Section 2.1, det(A)=(%, =X, )(X; =% )(X; =X, ).
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Y XX
det| |V, X, % | |=YsX % (X =X )= Yo% X (X = X )+ Y, %, % (X =X, ),
_y3 X5 X32»_
Ty x
det| |1y, X | [==¥: (% =7 )+, (56 =)=y, (%6 =%5),
1y X
1 XY
and det| |1 %, Y, [[=Y,(% =% )=Y, (% =X )+, (X —X,).
1 X5 Y,
Therefore,
— ysxlxz(xz — Xl) 7y2X1X3(X3 — X1)+ ylxzxs(xs — Xz) — Y3 XX, . Yo X, Xy n YiX, X
’ (Xz - X1 )(X3 - Xl)(X3 - Xz) (X3 - X1 )(X3 - Xz) (Xz - X] )(X3 - Xz) (X3 - X1 )(Xz - Xl)’
a:—y3(x§—xf)+y2(xf—xf)—yl(xf—xf): yz(X3+X1) _ ys(X2+X1) _ yl(X3+X2)
1
(XZ_XI)(X3_X1)(X3_XZ) (X3_X2)(X2_X1) (X3—X1)(X3—X2) (X3_X1)(X2_X1)
and azzys(xz Xl) yz(X3 X1)+y1(X3—X2)= Y; _ Y, n Yy .
(Xz_xl)(xs_xl)(xs_xz) (X3—X1)(X3—X2) (Xz_xl)(xs_xz) (X3_X1)(X2_X1)

No. For instance, T(l,O,O,l):|(1) (1)|=1 so that T (1,0,0,1)+T(1,0,0,1)=2

but T ((1,0,0,1) + (1,0,0,1)) =T (2, 0,0,2) = |§ 2| =4 which shows that additivity fails.
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